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ABSTRACT: - 

Writing in air has been one of the best interesting 

and challenging progress in field of image 

processing and pattern designing now a days. It 

mainly contributes to the advancement of an 

automated process and can improve the interface 

between man and machine in various applications. 

In Several research areas, works have been 

focusing on new techniques and methods which 

helps in reducing the processing time and providing 

high recognition efficiency, accuracy. Object 

tracking is considered an important task in the field 

of computer vision.it involves first, detecting the 

object, secondly tracking its movement from frame 

to frame, and finally analysing the behaviour of 

that object. We will use computer vision to track 

the path of the finger. It will be a powerful means 

of communication and  is an effective method that 

reduces the use to write. 

As We all know that artists create paintings on a 

canvas. Then think, what if we can paint on air just 

by waving our hands. So, in this project, we are 

going to design an air canvas using OpenCV and 

Python. 

Keywords: computer vision, air writing, hand and 

real time gesture control system, object detection 

 

I. INTRODUCTION 
In the emerging of digital world, 

traditional art of writing is being replaced by digital 

art nowadays.Digital art refers to the expression 

and transmission of an art form with a digital form. 

Traditional art refers to the art form created before 

digital art. From the receiver to the analysis, it can 

simply be divided into the visual arts, the audio 

arts, the audio-visual arts, and the audio-visual 

fantasy arts. Digital art and traditional art are linked 

and interdependent. 

 In the current situation, digital art and 

traditional art include a state of symbiosis, so 

understanding the Traditional methods include pen 

and paper, chalk and the blackboard writing 

method. The essential goal of digital art is to build 

a hand gesture recognition system for digital 

writing. Digital art includes many ways of writing, 

such as using keyboards, touchscreen surfaces, 

digital pens, styluses, using electronic gloves, and 

more. But in this system, we use hand gesture 

recognition with the use of computer vision ing  

using python programming, creating a natural 

human-machine interaction. With advancements in 

technology, the need to develop natural human-

computer interaction (HCI) systems to replace 

traditional systems is increasing rapidly. 

Color detection is an image processing 

technique where we can detect any color within a 

certain range of the HSV colorspace.Image 

segmentation is one of the process of labelling each 

pixel in an image, where each pixel shares 

characteristics. 

Here in this project we used64bit 

operating system, x64based processor and the 

process configuration is Intel(R) Core(TM) 

i57200U CPU @ 2.50GHz 2.70 GHz with 8GB 

RAM and the software libraries used are 

Python,Numpy,Opencv 

 

II. LITERATURE SURVEY 
A. Powerful hand recognition with Kinect 

sensor In[3], the proposed system uses depth and 

color information from the Kinect sensor to detect 

the shape of the hand. For gesture recognition, with 

the Kinect sensor is a difficult problem to be noted. 

The resolution of this kind of Kinect sensor is only 

640×480. It works well for tracking a large object, 

for example, the human body. But something as 

small as a finger is complicated. 

 

B. Motion of an LED-equipped finger the 

authors in [4] have proposed a method in which an 
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LED is mounted on the user's finger and a web 

camera is used to track the finger. The plotted 

character is compared with the character present in 

the database. It returns all alphabets that matches 

the drawn pattern. It requires a pointed red LED 

light source attached to the finger. Also, assume 

that there are no red objects other than LED light in 

the focus of the web camera. 

 

C. Enhanced Desktop Interface In [5], an 

enhanced segmented desktop interface approach for 

interaction was proposed. This system uses a 

projector and a charged device (CCD) camera for 

you to use your fingertips; users can use desktop 

applications. In this system, each part performs 

each uniquely different task. The left hand is used 

to select radial menus, while the right hand is used 

to select objects for manipulation. He achieves this 

by using an infrared camera. Determining the 

fingertip is computationally expensive, so this 

system defines search windows for the fingertip. 

 

2.1 CHALLENGES IDENTIFIED 

A. Fingertip detection is the system which 

only works with your fingers, and there are no such 

devices like highlighters, or any other related 

gadgets. Identifying and recognition an object like 

a finger from an RGB image without an advanced 

device like depth sensor is a great challenge. 

B. Lack of pen up and down movement of 

the system uses RGB camera to write from starting. 

Since depth sensing is not possible, the pen's up 

and down movement cannot be tracked. Thus, the 

entire trajectory of the fingertip is tracked and the 

resulting image will be meaningless and not 

recognized by the model The difference identified 

among hand written and air written „G‟ is shown in 

Figure  

 

 

Figure 2.1Canvas Based Drawing 

 

C. Real-time system control Using real-time hand 

gestures to transition a system from one state to 

another requires a lot of code attention. In addition, 

the user must know many movements to master his 

plan fully. 

 

2.2 PROBLEM STATEMENT 

You never thought, raising your finger in the air can 

help us draw on a real picture. How wonderful that 

this aerial web works in Computer Vision Projects. 

 

2.3 PROBLEM SOLUTION 

Computer projects helps us to draw on a 

screen easily by waving our fingers with a color 

indicated, Open CV helps in more advancement 

many ways of writing, such as using keyboards, 

touchscreen surfaces, digital pens, styluses, using 

electronic gloves, and more. But in this system, we 

use hand gesture recognition with the use of 

machine learning algorithm using python 

programming, creating a natural human-machine 

interaction. With advancements in technology, the 

need to develop natural human-computer 

interaction (HCI) systems to replace traditional 

systems is increasing rapidly. 

 

Our project mainly focuses on solving major 

problems – 

1. Deaf people: Although we take listening and 

hearing as an easy task, communication using sign 

language. Most of the world cannot understand 

their feelings  without a translator in the middle. 

2. Smartphone abuse: They cause accidents, 

depression, distraction and other illnesses that we 

humans can still detect. While its portability and 

ease of use are deeply admired, its downside is life-

threatening events.   

3. Waste of paper is not uncommon. We waste a lot 

of paper when doodling, writing, drawing, etc. 

4.This project is developed using openCV, Python 
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environment. 

 

III. FEATURES 
1.Can track any specific individual required color 

pointer. 

2.Users can draw four different colors and even 

change them whenever required without any 

difficulties. 

3.There is Clear option at the top of the display that 

helps to scrub the board at a time. 

4.Once the program has started No need to involve 

the contact with the computer 

 

 

Figure 3.1   Structure of Air Canvas 

 

IV. SYSTEM METHODOLOGY 
The system needs a data set for finger detection 

model. The main purpose of the fingertip model is 

to record movement, this recorded movement is air 

characters 

 

 

 

 

 

Figure 4.1   Methodology of Air Canvas 

 

A. Fingertip sensor model: Air writing can 

be done simply by using a single-color stylus or air 

pen. However, the system uses fingertips. We 

believe that people can write in the air without 

having to wear a stylus. We used deep learning 

algorithms to detect the tip of the finger in each 

image, generating a list of coordinates. 

 Technique for creating finger recognition 
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dataset: 

Video to Frames: In this approach, two-

second videos of a person's hand movements are 

captured in different regions. These videos are then 

divided into 30 individual images, as represented in 

diagram 3. 2000 images total. 

This dataset was manually labelled using 

LabelImg. The best model on this dataset yields 

99% accuracy. However, since all 30 frames are 

produced from the same video and region, the 

dataset is very monotonous. Therefore, the model 

does not perform well for discrete backgrounds 

from the backgrounds in the data set. 

 

B. Take photos in separate backgrounds: 

To overcome the inconvenience caused by the 

previous method's lack of diversity, we introduced 

a new dataset. This time we are aware that we need 

a few gestures to make control the system. So, we 

collected four different hand poses, shown in 

Figure 4. The main intension was to make the 

model able to effectively recognize the fingertips of 

the four fingers. 

This makes the system under the control 

of user by the number of fingers as he represents 

them. 

They can now type quickly by showing 

their index finger, convert that writing motion into 

electronic text by showing two fingers, it also adds 

space by showing three fingers, press the backspace 

key  

with how to display five fingers, make 

consecutive predictions by showing four fingers, 

then show 1, 2,3 fingers to choose 1st or 2nd or 3rd 

predictions as per requirement. To exit prediction 

mode, show five fingers. This dataset includes 1800 

images approximately. by using this kind of script, 

the previous model is designed to automatically 

label this dataset. Next, we correct the mislabelled 

images and introduce another template. Accuracy 

reaches 94%. Unlike before, this model works well 

in different contexts. 

 

 

 
Figure 4.2 Detection of Finger Tips Using OpenCV 

 

C. Training the finger recognition model: Once the 

dataset is ready and labelled, it is divided into 

training and development groups (85% to 15%). 

We used pre-trained faster Single Shot (SSD) and 

RCNN detector models to train our dataset. the Fast 

RCNN is best in accuracy than SSD. for  

information we must verify results. The SSD 

combines two standard detection modules - one 

that suggests regions and one that classifies them. 

This speeds the performance of objects that are 

detected in a single attempt. Usually It is used for 

real-time object detection. Faster RCNN uses the 

feature map output from Fast RCNN to compute 

area recommendations. They are evaluated by a 

network of regional recommendations and 

delivered to an area of the interest group class. The 

final result is given as two fully connected classes 

for bounding box classification and also regression. 

We adapted the final fully connected Fast RCNN 

layer for fingertip recognition in images. 
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Figure 4.3     Training the finger recognition model 

 

V. WORKFLOW ALGORITHM 
This is the most interesting part of our 

system. features are introduced due to writing. 

Therefore, the number of gestures used to control 

the system is equal to the number  

of actions involved. The basic features we have 

included in our system are 

 

1. Writing Mode In this state the system will draw 

the fingertip coordinates and store them 

2. Color Mode - User can change text color 

between different colors available. 

3. Backspace mode - if any user does a mistake, we 

need to overcome the mistake for such situation we 

require a backspace. To add a backspace a gesture 

is introduced.     

 

Description Points to develop air canvas using 

OpenCV: 

• Import and install necessary packages and 

files. 

• Capture frames from the webcam 

• Invoke a canvas window for Drawing 

• Detect and track the green color 

• Draw on the canvas window. 

 

VI. SYSTEM DESIGN 
Have you ever wanted to capture your 

imagination just by lifting your finger in the air 

Here we will create an aerial canvas that can draw 

anything on it by capturing the movement of the 

color marker with the webcam. A colored object 

which is on the tip of the finger is used as a marker. 

OpenCV helps computer vision techniques in this 

project. The best preferred language is python as it 

has many libraries and easy to use syntax, but 

understanding the basics can be implemented in 

any language which are supported by OpenCV. 

Here, color detection and track ing are used to 

achieve our goal. Color markeris detected and a 

mask is generated. It includes the next stagesof 

morphological activity on the product mask, 

erosion and expansion. 
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Figure 6.1 Block diagram of client and server 

 

A.Color tracking of object at fingertips: 

 First, Captured image from the webcam 

must be converted to the HSV color space to detect 

colored objects. 

The code below converts the incoming image to 

HSV space, which is great, and helps color space 

for color tracking. We will now create track bars to 

align the HSV values into the required color range 

of the colored object. that we have placed on our 

fingers. now, once track bars are configured, we get 

the real time value of the track bars and a range is 

created. This range is a numpy struct used to pass 

into the cv2.inrange() function fur further. This 

function returns the colored object and mask. This 

Mask is in a black and white image included with 

white pixels at the position of the required color. 

 

B. Detecting the mask contour of the colored 

object: 

Now after detecting the mask in the Air 

Canvas, Now it's time to identify its center to draw 

the line. Here, in the below code of ,we do some 

morphological manipulation on the mask, to make 

eliminate impurities and easy to detect contours 

 

C. Drawing the Line by using the Contour 

position. 

The real logic involved in this Computer 

Vision project; we will perform a python deque on 

of A data Structure. The deque will store the 

position of the contour on each frame and we will 

use these points to make a line using OpenCV 

functions. This position of the contour helps us to 

make decision, to click on a button or we want to 

draw on the sheet. We implemented some of the 

buttons on the top of Canvas, if the pointer points 

their area, it will help trigger their method. There 

are four buttons on the canvas created with 

OpenCV. 

 

Clear the whole screen by deque. 

Red: Changes the ink colour to red using the 

palette. 

Green: Change the color to green using the palette. 

Yellow: Change the color to yellow 

 

D. Points used: 

We will now draw all the points on the locations 

stored in the deques, with the corresponding color. 

 

6.1  PROJECT FLOW 

1. Start image playback and convert captured image 

to HSV color space (Easy to spot color) 

2. Make the canvas and place the corresponding 

colour buttons on it. 

3. Adjust the trace bar values to find colour 

highlight mask. 

4. Mask pre-treatment with morphological 

manipulations. (Erotion and Dilation) 

5. Detect the contours, and identify the coordinates 

of the center of the largest contour and keep storing 

them in array 

for the next frames. (Tables for drawing points on 

the canvas) 

6. Finally, draw the points stored in the table.  
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6.2 IMPLEMENTATION OF FLOW CHART 

 

 

VII. RESULT 
Here are the results and output for our project. We 

used OpenCV module to run our code. 

We have executed our code in anaconda ,Jupiter 

Notebook where we first installed required 

packages and run our code for output. 

Here two windows are displayed one window is our 

camera page where our pen will be tracked using 

coordinates which we specified in our code and the 

second window is for drawing the recorded 

coordinates and we can use components like clear 

or change the colour 
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Figure 7 Diagram showing the result 

 

VIII. CONCLUSION 
The system is capable of challenging 

traditional writing methods. It eliminates the need 

to carry a cell phone in hand to take notes, 

providing an easy way to do the same on the go. It 

will also serve a great purpose of making it 

possible for people with special disabilities to 

communicate easily. Even the elderly or those who 

have difficulty using the keyboard can use the 

system with ease. By extending the functionality, 

the system can also be used for quick control of IoT 

devices. Drawing in the air can be done. The 

system will be a great piece of software for smart 

devices to use so that people can easily understand 

and interact with the digital world. Augmented 

reality can bring text to life. Some system 

limitations may be improved in the future. First, 

using handwriting recognition instead of character 

recognition will allow the user to write word-for-

word, which will speed up writing. Second, hand 

gestures with pauses can be used to control the 

system in real time as is done in [1] instead of 

fingertips usage. Third, our system recognizes 

fingertips in its background state and changes their 

original state. The air writing system should only 

follow the owner's control gestures and must not be 

fooled by those nearby having a deep glance is 

much more important. Also using EMNIST dataset, 

which isn't a appropriate dataset of air character. In 

future the further object detection algorithms like 

YOLO v3 will improve accuracy and speed of 

fingertip recognition. In the future, advances in 

artificial intelligence will enhance the efficiency of 

aerial writing. 
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